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Chapter five

1.1 The finite difference calculus:

Given a discrete function f(xx)=yx that is each arguments xx has a mate yy and
suppose that the arguments are equally spaced so that Xy+1-Xk=h. Then we define the

following difference operators of the yy.

1.1.1) Shifting operator (E):
This operator is defined as Ef(x)=f(x+h) i.e. Eyo=y1
E*f(x)=f(x+2h) i.e. E%o=ys

Ef(x)=f(x+kh) i.e.Eyo=yx. Ingeneral  E"yimyi fori=0, 1, ...;k=1,2, ...

1.1.2) Forward difference operator (A):

This operator is defined as Af(Xo)=f(xo+h)-f(xo) or Ayx=Yyk+1-yx Where k=0, 1, 2,
... 1.e. AYo=Y1-Yo or AYo=EYo-Yo=(E-1) Yo= A=E-1.
The difference Ayx=Yk+1-Yk IS called first difference and the difference of the second

difference is denoted by A%yi=A (Ayi)= A(Ykr1-Yi)= A Ykr1-A yk=Ykeo-2Yke1+Yk.

n . n n
In general A"yi=3%" (—1)’{ _Jymj or Af(x)=% (—1)j[rf]f(x+ jh)
J J

j=0 j=0

n n!
where { J = —
J in - j

Note:

1) If f(x)=c then Af(x)=0. Because Af(x)=Ff(x+h)-f(x)=c-c=0.

i) If f(x)=ax’+bx+c then  A*f(x)=2ah? and A*f(x)=0.
Because: Af(x)=f(x+h)-f(x)=a(x+h)*+b(x+h)+c-ax?-bx-c=2axh+ah*+bh
A*(x)=Af(x+h)-Af(x)=2a(x+h)h+ah?+bh-2axh-ah®-bh=2ah’
A3(x)=0 by (i).

Exs: Show that if p(x)=anX"+an.1x" ... +ai;x+ao then A"p(x)=n!a,h” and A""p(x)=0.
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Forward difference table

From the above, we can form the following forward difference table

X | f(x) A A A? A*

X2 | Y2
AY2=Y.1-Y2

X1 | Y4 APy =AY 1-AY 5
AY1=YoY1 Ay =A%y 1Ny,

Xo | Yo__| APy 1=AYo-AY 4 Ay =AY A%y,

AYoSaYa Ay 1=AYyo- APy

X1 | Y1 | RYrAyAYy | Ay 1=A%yo-Ay
AY1=Yo-Y1 W&Azy\o

X2 |y AYY1=AY,- Ay — |
Ay,=y3-y)

X3 Vs I

Example: construct the forward difference table for the following values:
() (0.1), (1,5), (2,31), (3,121) and (4,341)
(i) (1,0, (2,5), (3.22), (4,57), (5,116), (6,205).

Solution:

(): (i)
x| fx) | A | A? | A3 | A X | fx) | A | A% | A3 A
0|1 1 |0

4 5
1|5 22 2 |5 12

26 42 17 6
2|31 64 24 3 |22 18 0

90 66 35 6
3]121 130 4 |57 24 0

220 59 6
4 | 341 5 |116 30

89
6 |205

1.1.3) Backward difference operator (V):
This operator is defined as Vyi=yi-yi1; i=1, 2, ...
VAYEV(VY)= VYirYi)= V Yi-VYia=(YirYia)-(Yia-Yi2)= Vir-2Yia+Yiz

n [n
In general V'yi=Y (—1)‘( j]yi_j :

i=0

Exercise: Show that V'yo=Aly.;.
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Backward difference table:

X f(x) v V2 V3 vi

X Yo /
VY.1=Ya-ya /

X1 | Ya Yo=VYo-Vy.1
VYo=Y Y1 Viy1=V2y-Vy,

Xo | Yo~ V2Y1=Vy1-Vyq VY =Viy,-Aly,
Vy1=y1-Yo V=AY,V

X1 | Vi V2Y,=AY,-Ayy Vly=Viys-Vy,
VYo=Y Y Viy3=V2y;-Viy,

X2 | Y2 V23=Vy3-Vy,
VY3=ya-Y>

X3 Y3

Exercises:

(1): show that A(u(x)v(x))=u(x) Av(x)+v(x+h) Au(x) Or AuVi=UiAVi+Vi1AU;.
Solution:
AUX)V(X))=u(x+h)v(x+h)-u(x)v(x)= u(x+h)v(x+h)-u(x)v(x)-(x+h)u(x)+v(x+h)u(x)
=v(x+h)[u(x+h)-u(x)]+u(x)[v(x+h)-v(x)]= u(x) Av(x)+v(x+h) Au(x).
(2): Show that:

Lo (u(x)) v(x)Au(x) = u(x)Av(x) o
A - ii Ay = —
0 [V(X)J v(x + h)v(x) (i % Yi= Yo = Yo

n-1 n-1 k (k :
(i) Y u,4av, =u v —-u,v, - Y v, Au, (ivyy, =3 ( JA'y0 (using
i=0 i=0

izo \ |

mathematical induction)

n

A f
(vii) A"(x)= X (using mathematical induction) (viii) A(ui+Vvi)= Aui+AV;
nth'
. ) 1.1
(iX) A(ciUitCaVi)= C1AU+CLAY; (x) Asin(k)=2cos(k+—)sin(—).
2 2
Solution:

Asin(k)=sin(k+1)-sin(k)=sin(k+ % + % )-sin(k)=sin(k+ % )cos(% )+ cos(k+ % )sin(% )-
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: ) 1 1 1., .1 . 11 i 1 1
sin(k)= sin(k+—)cos(— )+ cos(k+—)sin(—)-sin(k+ —-—)=sin(k+—)cos(— )+
2 2 2 2 2 2 2 2

cos(k+ L )sin(i )-(sin(k+ L )cos(i )-cos(k+ L )sin(i ))=2cos(k+ r )sin(i ).
2 2 2 2 2 2 2 2

(xi) Acos(k):-ZSin(k+§)sin(§) (xii) 5=EY2-E2 (xiii) E=1+A

(xiv) EA=AE (xv) EV=VE=A. (xvi) V=1-E* (xvii) EE™*=1.
1.1.6) Divided difference opkrator (A):
Given a discrete function f(xx)=Yyx that is each arguments xx has a mate yy and

suppose that the arguments Xy, k=0, 1, ... . Then we define A as follows:

Ay, = u;i:(), 1 ...

X. - X.

i+1 i

yi+2 B yi+1 _ yi+1 - yi
ALZY = Ay”l _ ZLy' Xisa = Xin Xigg = X,

, =
X - X; X - X.

i+2

| k-1 k-1

yi+l_|A yi .« 17—

X

In general |A"y, =

- X

i+k i

Divided deference table:

X y A A? A®
Xo yo\
y y
lLyg ! 0
X, = X%
Ay, - Ay
X1 Y1 A2y0= - :
XZ—
2 2
Y, =Y, 3 A‘ yl_ZL Yo
Lbyl = ¢ yo =
X, — X, Xs = %% ~
. Ay, - Ay,
X2 Y2 Ay, =
X3 = X
iy Ay, - Ay
lLy Y3 2 ZL3y _ 2 1
! X, — X, ' X, = X,
Ay, - Ay
X3 Y3 Ay, : :
X4—X2
4
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Xq Y4

We also define divided difference as follows:

fIx,1= f(x,)

f[xi+l]_ f[xi] _ f(xi+1)_ f(xi) _ Yia ~

f[xi’xi+1] =

Xigq — X Xiq ~ X

3'Y Mathematics

f[xi+2]_ f[X|+1] f(XHl)_ f(xl)

f[xi+1‘ Xi+2] B f[xi’xi+1]

- X

FIx X X, 1= =
X, - X,

i+2 i

Yiea = Vi Yia =Y

In general f[x,,x,,

1 Xi+n]:

Note:

fIx,,x, ., 1= fIx,,.x 1, fIx;,x;,x

1.2 Interpolation:

Interpolation is a method used in numerical analysis to approximate functions or

to estimate the value of a function f(x) for arguments between Xo, Xi, ...,xn at which

the values yo, y1,...,yn are known. The goal of this method is to replace a given function

(whose values are known at determined points) by another one which is simpler.

Interpolation has many applications: We know its values at specific points,

approximating the integral and derivatives of function, and numerical solutions of

integral and differential equation, the most used functions in interpolation, are

polynomials, trigonometric, exponentials, and rationals. We will only consider here

interpolation by polynomials.

1.2.1The interpolation Problem:
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Let Xo, X1, ....xp be (n+1) distinct points on the x-axis, and f(x) be a real-valued
function defined on [a,b] such that

a <Xo<X1< ...<xp<b (1.1)
we suppose known the values of f at these points. Let

y, = f(x,),i=0,1,...,n (1.2)
We want to prove the existence and uniqueness of a polynomial pn(x) of degree<n
which interpolates (takes the same values as) f(x) at the given (n+1) distinct points. That
Is it satisfies

p.(x)=y = f(x),i=0,1,...,n (1.3)
This polynomial will be constructed and called the interpolation polynomial.
1.2.1. 1 Lagrange Interpolation polynomial:

Suppose that a polynomial
P(X)=anX " +an.1 X" . . +ax+ag (1.4)
of degree n satisfies (1.3). Then, the condition that this polynomial must pass through

this (n+1) points leads to (n+1) equations for the (n+1) unknown's a; as follows:

n n-1
f(x,)=a,x, +a,6 ;X +.ota X, +a,
n
f(x,)=a,x,

n n-1
f(x,)=a,x, +a, X ~+..+ax +a,

n-1 n

We find the values of aj's by solving above linear system of equations. Then, put the
value of a;'s in (1.4) and add the coefficients, we get

p,(x) =3 LL(x)f(x,) (1.5)
Where
Lkn(x)z (X = X )X = X)X = X, )X =X, )X = X,) :1_"[[ X — X, ] (1.6)
(Xk - XO)(Xk - Xl)"'( Xy~ Xk—l)(xk - Xk+l)"'( Xy~ Xn) -0 \ X = X;

Such that
0 if k=i
Ll;(xi) = 5ki = 4[ | . (17)
1 i k=i

The polynomials in (1.6) are called Lagrange polynomial and (1.5) is of degree<n and

is called Lagrange interpolation polynomial.
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To computeL* (x), k=0, 1, 2, ..., n by another way. L" (x) is a polynomial of degree n
and by (1.7) vanishes at the n distinct points

X0y X1, « - sXk-1, Xkt 1»- - - Xn
So it is of the form

LA (0 = @ (X = X )(X = X))l X = X, (X = X, ) X = %,)
To determine the constant « , we use the condition L (x,) = 1 given by (1.7) to obtain
for k=0, 1, 2, ..., n the Lagrange polynomial (1.6) which together with (1.5) defines a
polynomial of degree <n interpolating f at the (n+1) distinct points.

If now pn(X) and gn(x) are two polynomials of degree <n, interpolating f at the
(n+1) distinct points given by (1.1) then p_(x,) =y, = q,(x,),i=0, 1,2, ..., n.
It follows then that the polynomial d (x) = p, (x) - q, (x) which is of degree<n has
(n+1) distinct roots (because d (x,) = p,(x,)-q,(x,) =y, -y, =0,i=0, 1, ..., n). Thos
is impossible unless dn(x) vanishes identically, but if dn(x) vanishes identically, then
P, (x)=0q,(x).
We have proved the existence and uniqueness of a polynomial p,(x), given by (1.5) and
(1.6) of degree <n which interpolates f(x) at (n+1) distinct points [i.e. it satisfies (1.3)].
Example: To calculate the interpolating polynomial p,(x) of the function f such that

X -1 0 2

y=f(x) 2 -1 5

From (1.5), and (1.6)

P, (x) =3 Ly(x) f(x,)=L5(x)F(x,)+ Ly (x,)f(x)+L5(x)f(x,)

k=0

=2L5(x) = L, (x,) +5L5(x)

Where
Oy X)) 1
(X, = X, %, = %x,) (=1-0)-1-2) 3
L, (x) = o X ) X, =(X+1)(X_2)=—£(x2—x—2)
(X, = X, )x, = x,)  (0+1)0-2) 2
2o XXX D0 L
(X, =X )X, = %) (2+1)(2-0) 6
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Hence p,(x) = 2x* - x - 1.
To estimate the value of f(x) at 0.5 i.e. f(0.5) from above table, we put this value in
P2(X) we get f(0.5) ~ p,(x) = 2(0.5)* - (0.5) -1 =-0.5

Also from above table find f(-0.4) and f(1).

Error of the polynomial interpolation:
Theorem: Let f < ¢ "[a,b] such that """ exists in (a,b). If pa(X) is the interpolating

polynomial (1.5) of f at the (n+1) distinct points a<xo<x;<...<xp<b then for any x in

[a,b], there exists ce(a,b) with

E (x)= f(x)-p,(x)= £ () w(x) (1.8)

(n+ 1)
Where w(x) = T (x-x,).
Proof: If x =x,, then f(x,)=p,(x,), W(X)=0 and (1.8) holds. Fix xe[a,b], x = x,
(1i=0,1, 2, ...,n) and consider the function

k(x) = M (19)

w(x)
And the real-values function g :[a,b] - % of the variable t
g(t) = f(t)—-p,(t) - (t—x)(t—x).(t=x)k(x)
We have g < c"[a,b] and ¢ " exists in (a,b), and g has at least the (n+2) distinct
roots Xo, X1, ...,Xn, X. It follows then by successive applications of Rolle's theorem (If
f € C[a,b] and is differentiable on (a,b) and f (a) = f (b), then there exists at least one

c e (a,b) suchthat f'(c) = 0) on g and its derivatives that g """ has at least one root,

(n+1)

say ce (a,b). Therefore g (c)=f " (c)-(n+1)0k(x) =0 which, together with
(1.9) implies (1.8).

1.2.1.2 Divided deference interpolation formula:

Methods for determining the explicit representation of an interpolating polynomial from
tabulated data are known as divided difference method. These methods were widely
used for computational purposes before digital computing equipment became readily

available. However, the methods can be used to derive techniques for approximating the
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derivatives and integrals of functions, as well as for approximating the solutions to
differential equations.

Our treatment of divided difference methods will be brief since the results in this
section will not be used extensively in subsequent material.

Suppose that pn(x) is Lagrange interpolation polynomial of degree ay most n that agree
with the function at the distinct numbers Xo, X1, ...,Xn. The divided differences of f with
respect to xo, X1, ...,Xn can be derived by showing that p, has the representation

P, () = ay +a,(x=x))+a,(x=X)(X= %)+ +a,(x=x)x=x)l x=x_) (113)

For appropriate constants a,, a,,--- ,a.

To determine the first of these constants, a,, note that if p_(x) can be written in the
form of equation (1.13), then evaluating p, at xo leaves only the constant term a, ; that
IS, a, = p,(x,) = f(x,).

Similarly, when p_ is evaluated at x;, the only nonzero terms in the evaluation of
p, (x,) are the constant and linear terms

f(Xp)+a,(x=xy)=p, (x;)=f(x)
So

f(x) - F(x,)

Xy = X

1

(1.14)

At this stage we introduce what is known as the divided difference notation. The
zeroth divided difference of the function f, with respect to x, is denoted by f[xi1] and is
simply the evaluation of f an x,

fIx,1= f(x,)
The remaining divided difference are defined inductively, the first divided

difference of f with respect to x; and x;.1 is denoted by f[x;,xi+1] and defined as

X = FIxT f () = F(x,)

X. - X, X. - X.

i+1 i i+1 i

(1.15)

flx %, 1=

When the (k-1)st divided difference

FIX,0 X, e X 1 and f[x . x

i+1’ i+k-1 i+17 g2 i+k—1’Xi+k]

Have both been determined, the kth divided difference relative to x,, x,.,, ...,x,.,

IS given by
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f[Xi+1 """ Xi+k]_ f[Xi'X|+1" Xi+k—l]

FIX, 0 X,y Xiver X1 = S . (1.16)

With this notation, equation (1.14) can be re-expressed as a, = f[x,,x,] and the
interpolation polynomial in equation (1.13) is:

P, ()= fIx T+ FIxo, X J0x = xg) +a, (x = x )X = X;) + oo+ 8, (X = X (X = X )l X=X, ()

The constants a,,a,,--- a, in p, can be consecutively obtained in a manner similar

to the evaluation of ag and a;, but the algebraic manipulation becomes tedious. As might
be expected from the evaluation of ap and aj, the required constants are
a, = f[x,, %, %,,.x.] foreach k=0, 1, ...,n; so p, can be written as
P, ()= FIxo T+ FIxg, X J0x = xg) + X, X, X, J(X = X (X = X,) + . +
FIXg Xy X, 10X = X)X = X, )l X=X, ,) (1.17)
Equation (1.17) is known as divided difference interpolation formula.
Theorem: Suppose that f < ¢ "[a,b] and Xo, X1, ...,X, are distinct numbers in [a,b].

Then a number ¢ in (a,b) exists with

Proof: Let
g(x) = f(x)-p,(x).
Since f(x,)- p,(x,) =0 for each i=0, 1, ..., n, g has n+1 distinct zeros in [a,b]. The
generalized Rolle's theorem implies that a number ¢ in (a,b) exists with g " (¢) =0, so
0=1"¢)-p," ()
Since pq(X) is a polynomial of degree n whose leading coefficientis f[x,, x,... x,1,
P, (X) = F[X0, X, 0 X, 100

n

£(¢)
As a consequence, f[x,, X, .., x,1= .

0r "1
n!

When Xo, X1, ...,X, are arranged consequently with equal spacing, equation (1.17)
can be expressed in a simplified form. Introducing the notation h=x;.1-x; for each i=0, 1,
..., N-1 and x=xg+sh, the difference x-x; can be written as x-xj=(s-i)h; so equation (1.17)

becomes

10
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p,(x)=p,(x, +sh)= f[x, 1+ shf [x,,x, 1+ s(s—l)hzf[xo,xl,x2]+ A
s(s—1)( s—n+1)h" Fx,, X, X1
=f(X0)+ > s(s - 1)( s =k +D)h“ F[X;, X, X, ]
Using binomial-coefficient notation
S B s(s—1)..(s—k +1)
X - k!
We can express p, (x) compactly as
P, (X)=p, (X, +sh)=fx, ]+ (S]k!hk FLXg0 Xy 0o X, 10 (1.18)
k=1 k

Example: Approximate f(1.1) using the following data and the divided difference

interpolation formula:

X 1 1.3 1.6 1.9 2.2
f(x) | 0.751977 | 0.200860 | 0.4554022 | 0.2818186 | 0.1103623
Solution: The divided difference table corresponding to this data is given below:
Second Third Fourth
X f(x) Fir_St divided divided divided divided
difference difference difference difference
1 0.751977
"""" 0:4837057
13 | o200860 | 0:1087339
osa80460 [ | 0:0658784
1.6 |]0.4554022 -0.0494433 | ..'(')".'001825_;
-0.5786120 0.068085
1.9 | 0.2818186 -0.0118183
-0.5715210
2.2 ]0.1103623

From (1.18) for n=4, we obtain

4

P ()= F(x,)+ Y

k=1

11
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+5(s —1)(s = 2)h° Fx,, X, X,, X, 1+ +5(s = 1)(s — 2)(s = 3)h " fx,, X, X,,X;,X,]

If x=1.1, this implies that h=0.3 and s= . Hence
3

b (x) = 0.7651997+ = (0.3)(-0.4837057)+ = (= 2)(0.3)4(-0.1087339)+
3 3 3

22y 2 (0.3)%(0.0658784)+ = (- Z)(- 2 (- 2) (0.3)%(0.0018251)
3 3 3 3 3 3 3

=0.7196480
1.3 Interpolation at equally spaced points (nodes)

1.3.1 Newton formulas for the interpolating polynomial (Newton
forward difference interpolation formula (NFDIF)):

We suppose the (n+1) points X, X1, ...,Xn to be equally spaced points, with
X, - %, =h;i1=0,1,...,n-1 (1.19)
That is
x, =x, +ih;I=0,1,...,n (1.20)
We wild like to be able deduce pk(x), the polynomial of degree<k which interpolates f at
the (k+1) points X, X1, ...,.Xk from py.1(X): the one which interpolates f at the k points Xo,
X1, ... Xk-1. We let
P, (x) = f(x,)
And  p (x)=p,,(X)+ A, (X) (1.21)
Where Ay is a constant and gk(x) is a polynomial of degree k such that the coefficients of
the term in x* is one. A, and g are to be determined. Since
P (x)=p,,(x)=f(x),i=0,1,..., k-1
It follows from (1.21) (if A, = 0) that gk has the k distinct roots Xo, X1, ...,Xk-1.
Therefore
A, () = (X = X)X = %)l X=X, ;) (1.22)
To determine A, , we use the additional condition p, (x,) = f(x,) Which is equivalent to
Ap, (x,) = A" f(x,) (1.23)
Since, by section (1.1.2),

k-1

Ap (x)=Yc¢,p (xg+ Jh) =3¢, p (x)=c,p, (x)+> ¢ p.(x))

i=0 j=0 i=0

12
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And

k-1

AT =X 0T+ )= Y 6, 100) =, 1)+ X ¢, 1(x)
But form (1.21)
AP, () = AP (X)) + A A g, ()
Which, using the fact (A"p(x)=nla,h" and A""p(x)=0) and (1.23), implies
A f(x,)= A kih".
Hence

B A F(x,)

k (1.24)
k'h

k

Therefore (1.21) becomes

“f(x,)
pk(x): pkfl(x)+ K (X—XO)(X—XI)...( X_Xk,l)
k'h

Finally we have the Newton forward formula (Newton forward difference interpolation

formula)
Af(x,) 1 A" f(x,)
P, ()= f(x,)+ (X = X,)+ — ; (X = X )X = X))+ o +
|
" f
14 EXO)(X_X")(X_XI)'"( X=X, ). (1.25)
n! h
Form (1.25) let
5o (1.26)
h
Then we have
X=X, = X=X, = (X, —X,)=sh —ih =(s-i)h,1=0,1, ..., n. (1.27)

With this, the Newton forward formula (1.25) becomes

267D 2y (Xg) + et NP0 oy (x,) (1.28)

n!

p,(x)= f(x,)+sAf(x,)+

and the corresponding error (1.8) becomes

s(s=1)(s-2)..( s-n) X
(n+1)!

" () (1.29)

E.(x)=1(x)-p,(x)=

Where a<c<b.

13
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Examplel.31:

From the following table

X 1123|415 6
fx)| O | 5 | 22 | 57 | 116 | 205

Find f(2.3) and f(3.5).

Solution:
X [fX) | A | A% | AP | A*
1 0
5
2 5\ 12
\]7\ 6
3 22 \18\ 0
35 \6\A
4 57 24 0
59 o
5 116 30
89
6 205
For f(2.3), Xo=2, h=1= s-= X=X, _28-32_ 03, y,=5, Ay, =17, A’y =18,
h 1
A’y, =6 and A'y, =0
Form (1.28) we have
p,(x) = f(x0)+sAf(x0)+MA2f(xo)+wA3f(x0)
21 3!
f(2.3) = p,(2.3) =5+ (0.3)(17) + (0.3)(08-1) , (0-3)(08-1)(0.372) & o 567
2! 3l
For f(3.5), Xo=3, h=1= s = X“X _3:5-3 05, y,=22, Ay, =3, A'y, =2 ,
h 1

Ay, =6 and Ay, =0

Form (1.28) we have

s(s-1) AZf (x,)+ s(s—1)(s-2) K
2! 3!

P, (x) = f(x,)+sAf(x,)+ f(x,)

14
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(0.5)(0.5 - 1) (0.5)(0.5-1)(0.5 - 2)

s f(3.5) = p,(3.5) =22 +(0.5)(35) + 2% + 6 = 36.875 .
21 3l
If s=0.3:
s(s=1)(s-2)(s-3) , . s(s-1)(s-2)(s-13) i

[E,0)| = |f(x) - py(x)]= h @ (c)l= ‘h f()(c)‘:

41 41

0.3(0.3-1)(0.3-2)(0.3 - 3)| .
M, =0.002 M, where max [ “ ()|

24 l<c<6
To show that equation (1.28) is valid when s is rational number:

Let f is continuously differentiable function for any order, then

2 2 2

h [ h’D
f(x, +h)=f(x,)+hf(x,)+—F"(x,)+-- ={1+hd +
2! L 21!

+lf(xo) = ehd f(Xo) ’ (*)

d
Where D = —.
dx

But af (x,) = f(x, +h)— f(x,)= f(x,+h)= f(x,)+Af(x,)=(@+A)f(x,) (%)

From (*)and (**)weget 1+ A =e™ .
2, 2 2h2 2

S
fr(x,)+ - ={l+shd + +o b f(x,) =e™
21 l

f(x, +sh)= f(x0)+shf'(x0)+S f(x,)

= (™) f(x,)=@+a) f(x,) (**%)
The formula is the Newton forward difference interpolation formula, converge when
|s|<1.

1.3.2 Newton formulas for the interpolating polynomial (Newton
backward difference interpolation formula (NBDIF)):

Following similar steps as in subsection 1.3.1, with

s = 2K (1.30)

We can obtain the following NBDIF

s(s+1) sz(x " +s(s+1)(s+2)...(s+n—1)

2! n!

p.(X)=f(x,)+SV f(x,)+ Vhi(x,) (1.31)

And the corresponding error

s(s+1)(s+2)(s+n) h"h () (1.32)
(n+1)

E,(x)=f(X)-p,(x)=

Where a<c<b.
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Example 1.3.2: From above example find f(2.3) and f(5.5) by using (1.31)

For f(2.3), X;=x,=3, h=1= s = X _hx” _2373 45 Ly =2, Vy=17, V=12
1

s(s+1)
2!

p,(x)= f(x)+SV F(x )+ V2t (x,)

(-0.7)(-0.7 +1) 1=

f(2.3) = p,(2.3) =22+(-0.7)(17)+ 8.84.

Similarly for f(5.5), but x,=6, s=-0.5, y_ = 205 , Vy,=89, V?y,=30, V°y,=30, V*y,=0.
If s=-0.7:

s(s+1)(s+2)h3f(3) \S(S+1)(S+2)\h3

£ (c)‘ =
3!

B, (0| =]f 0~ p, 0= -

41

- 0.7(-0.7 +1)(-0.7 + 2)|
M

, =045 M, where M, = max

6 l<c<6

f(s)(c)‘

Note: It should be recalled again that all the previous formulas (Lagrange, Newton
forward or backward) are only different representations of the same unique interpolating
polynomial. When the points are not equally spaced, Lagrange's formula should be
used, whereas Newton's formulas should be used in the case of equally spaced points.
The forward formulas are to be used when interpolating at the beginning of the table of
data whereas backward formulas are more suited when interpolating near the end of the
table.

1.3.4 Inverse Interpolation:
Suppose that the function f :[a,b]—> R is strictly monotonic (increasing or
decreasing). Then the values of y=f(x) at the (n+1) interpolating points,
y, = f(x,), i=0,1,2, .,n (1.35)
Are all distinct and lie between f(a) and f(b). We can construct the interpolating
polynomial p, (y) which interpolates f ' at these points: that is
p.(y,)=f (v, =x, i=0,1,2, ..n. (1.36)
This polynomial can be used to approximate x = f ~(y) for a given y. If in particular
y=0 then we are solving numerically
x=1p,(0)= f'(0)= f(x)=0 (1.37)

This process is called inverse interpolation and nearly reverse the roles of x and y.

16



Fuad W. Khdhr 3'Y Mathematics

Notice that, if f is given analytically the successive derivatives of f*, needed for the
error of the inverse interpolation, can be deduced from those of f by implicit
differentiation.

Example 1.3.4: Use inverse interpolation at x=1.41 and 1.42 to estimate the root of
y=f(x)=x’-2 which lies between them and then estimate the accuracy of the obtained
results.

From the table

X (141 1.42
y |-0.0119 | 0.0164

We have

y-y _ y—-y N
p(y)=—f " (y)+——f"
yo_yl yl_yo

(y,)

And y, = -0.0119 , y, = 0.0164 ,Yy=0
Therefore p,(0) = 0.5795053  (1.41) + 0.4204947  (1.42 ) = 1.414205

Wehave y = f(x), x=f '(y) and1.41 < x<1.42, —0.00119 < y < 0.00164 .

dx 1 1 d’x dfldxl dl 1 T_-f"(x)d - f"(x)
Now — = — = . Hence —=—|—|=— = = <.
dy dy  f'(x) dy dyLdyJ dny'(x)J [f/00)] dy  [f/(x)]
dx

Since f(x)=x"-2, f'(x)=2x and f"(x)=2,

Then

d?x

= (f ’1)"(y) _Z2_ 1 andthen
z 8x° 4x°

(f7)

<

< — = 0.08%2
4(1.41)

dy

From

P.(y) - f*(y)‘: I(y— yo)z(y— y,) (1 71)~(Cy)

‘ where y, <c, <y, wefind

o (0.0119 )(0.0164 ) -
p,(0)— f 1(0)|< x0.0892 = 0.9x10 °.
2

Therefore
p,(0) = 1.414205
Is correct to at least 4-decemial places which is true since the exact solution is

\/; = 1.414214
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